Evaluation of Classification Algorithms for Text Dependent and Text Independent Speaker Identification
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Abstract—We present a comparative evaluation of different classification algorithms for the task of speaker identity selection based on GMM-UBM speaker identification scores. The performance of the evaluated classification algorithms was examined in both text-dependent and text-independent operation modes for speaker identification. The experimental results indicated a significant improvement in terms of speaker identification accuracy, which was approximately 7% and 14.5% for the text-dependent and the text-independent scenarios, respectively.
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I. INTRODUCTION

Biometric technology is used over the last years to a number of applications, such as security access control to physical places, secure login to computer systems and mobile devices, online banking, personalized human-machine interfaces etc. One of the most widely used modalities in this area is voice-based biometrics and particularly speaker recognition. Speaker recognition biometrics offer convenience to the users as well as they do not rely on special sensors for capturing the biometric input rather than on conventional microphones, which are available in most electronic devices. Speaker recognition is briefly categorized to speaker verification and speaker identification. In speaker verification the system verifies or rejects a claimed identity, while in speaker identification the user is assigned to an identity from a set of speakers.

Speaker identification uses voice as a unique characteristic to identify a person’s identity. This task can further be classified to closed and open set speaker identification. In closed set speaker identification, an unknown voice input will be assigned to one of the known speaker reference templates with the highest level of similarity, based on the assumption that the unknown input belongs to one of the given set of speakers. In the open set case, the input speaker might be assigned to not belong to any of the closed set speakers and thus is assigned as an unknown one. Except this discrimination, speaker identification task can also be divided to text-dependent and text-independent [1-2]. While in the text-independent case [3-6] the speech content is not apriori known, in the text-dependent case the users pronounce a pre-determined pass-phrase [7-9]. The pass-phrases are either unique or prompted by the system, e.g. in a screen.

The state of the art technology in speaker identification is based on short-time analysis of the voice signal and post-processing by a pattern recognition algorithm. The dominating features at the speaker recognition task are the Mel frequency cepstral coefficients (MFCCs) [10-11]. The estimated MFCC parametric representations of the speech signals are used to train speaker models. Modeling of speakers using the Gaussian Mixture Models (GMMs) [12] is widely considered to be a benchmark for modern speaker recognition. GMM technology has proved to perform well using universal background models (UBMs) trained from a large number of background speakers and maximum a-posteriori (MAP) adaptation or means-only adaptation of the UBM to speaker specific data. Except GMMs, other approaches such as support vector machines (SVMs) have also successfully been used in the task of speaker recognition [13]. SVMs have also been used in combination with GMMs by concatenating the means of the Gaussian components of the GMMs to super-vectors and afterwards apply discriminative classification on them [13]. Recent methods for dimensionality reduction, like i-vectors [14] offer low dimensional fixed length representation of a speech utterance that preserves the speaker-specific information. In this method, a factor analysis (FA) model is used to learn a low-dimensional sub-space from a large collection of data. A speech utterance is then projected into this subspace and its coordinates vector is denoted as i-vector [14]. In specific experimental setups, i-vector method has outperformed the classic GMM-UBM approach. However, GMM-UBM based modeling offers more stable results, with respect to the availability of significantly large amount of training data or not, thus in this article we relied on Gaussian modeling.

In this paper we evaluate the performance of different machine learning algorithms for classification on the tasks of text dependent and text independent speaker identification. The scores produced by speaker specific models using the GMM-UBM approach are used as input to a classifier to estimate the identity of the unknown input speaker.
The remainder of the article is organized as follows. In Section 2 we present the methodology for speaker identity selection using a classification model. In Section 3 we describe the experimental setup that was followed and in Section 4 the evaluation results are presented. Finally, in Section 5 we conclude this work.

II. SPEAKER IDENTITY SELECTION

The traditional speaker identification decision is based on the selection of the maximum score, i.e. the speaker model with the maximum likelihood to have produced the input speech observation is selected as the detected speaker identity. However, the underlying information between the per speaker scores is not exploited in this case and especially when the difference between the maximum score and the scores of the following top speaker models is not significant. Thus, instead of applying a maximum selection criterion, we investigate the use of a classification model as a speaker identity selector.

A user is providing the system with a voice sample and after pre-processing and feature extraction the input is processed by a set of speaker models which correspond to a close-set of speakers. Each model will produce a score indicating the probability or distance of the test utterance from it. These scores will be concatenated in a score vector and used by a classification algorithm in order to assign a speaker identity to the input test utterance. The proposed methodology for score fusion based speaker identification is illustrated in Fig. 1.

Let us denote the input test utterance after pre-processing and parameterization as \( X \). A number of speaker models is used in order to estimate a score, i.e.

\[
S_i = g(X, M^i)
\]

(1)

where \( M^i \) is the model for the \( i \)-th speaker, with \( 1 \leq i \leq N \), and \( S_i \) is the corresponding score. Instead of selecting the maximum (or minimum) score, we concatenate the estimated scores in a single feature vector, \( V \in \mathbb{R}^N \), which is used as input to a fusion classifier as

\[
d = f(V)
\]

(2)

where \( f \) denotes the fusion classification model and \( d \) is the decision, i.e. the detected speaker identity.

We deem the fusion classification model will capture

![Fig. 1. Block diagram of the classification based selection of unknown speaker's identity.](image)
underlying information among the scores and in contrast to a simple maximum score selection, will provide more robust estimation of the user's identity.

III. EXPERIMENTAL SETUP

The experimental setup for the evaluation of the methodology described in Section 2, is presented here. Specifically, we describe the dataset used in the evaluation, the setup of the speaker identification engine and the setup of the classification based stage for the selection of the input user/speaker identity.

A. Evaluated Speech Corpus

In this evaluation RSR2015 speech corpus is used [9]. RSR2015 consists of recordings from 300 speakers (157 males, 143 females). For each speaker, there are 3 enrolment sessions of 73 utterances each and 6 verification sessions of 73 utterances each. In total there are 657 utterances distributed in 9 sessions per each speaker. The sampling frequency of the speech recordings is 16 kHz and the speech samples are stored with analysis equal to 16 bits. In addition to RSR2015, we used TIMIT [15] for training a universal background model. TIMIT consists of recordings of 630 speakers, sampled at 16 kHz with resolution analysis equal to 16 bits per sample.

B. Speaker Identification Engine

For training speaker identification models we relied on the GMM-UBM approach [13]. Each voice input was initially pre-processed and parameterized. During pre-processing an energy-based speech activity detector was applied to retain the speech only parts. The speech input was frame blocked using a time shifting Hamming window of 20 milliseconds length with 10 milliseconds time shift between successive frames. For each frame the first 19 Mel frequency cepstral coefficients (MFCCs) were estimated, which were further expanded to their first (delta) and second (double-delta) derivatives, thus resulting to a feature vector of length equal to 57. In order to reduce the effect of handset mismatch and make the features more robust RASTA [16] and CMVN processing were applied to the MFCC features.

The universal background model (UBM) was built by a mixture of 128 Gaussian distributions and was trained using all utterances from 630 speakers from TIMIT. For each of the speakers of the RSR2015 database we applied means only adaptation on the UBM model, using the speaker-specific enrollment data.

C. Speaker Identity Classification Selection

In this evaluation we present a set of results on the recent RSR2015 corpus intended for benchmarking different classification algorithms for the selection of the speaker identity. In particular, training and trial lists (definition of speaker pairs) are designed to simulate system evaluation of two different configurations concerning speech content, (a) text-prompted phrases and (b) text-independent engines. The first protocol refers to a scenario whereby a system prompts a randomly selected phrase out of a close subset of pass-phrases. The second scenario is essentially a text-independent scenario with arbitrary enrolment and test phrases. Speaker identification is evaluated for two different circumstances, (a) and (b).

To assess the performance for two protocols, different enrolment and trial lists were designed. The experiments are conducted on a subset of male section of recently released RSR2015 dataset. For all protocols 43 speakers are used. In the protocol (a), speakers are enrolled with 15 different pass-phrases. For each speaker sentences 01 to 05 are taken from session 04, sentence 06 to 10 are taken from session 01 and rest sentence 11 to 15 are taken from session 07. Out of the 15 sentences used in the enrolment are prompted during testing.

For protocol (b), the enrolment is done in similar way as the previous protocol. But the test data is exclusively different from the enrolment data. Here, the rest 15 sentences (from 16 to 30) are used in testing.

For the classification selection stage we relied on a number of well known and widely used in the area of statistical signal modeling machine learning algorithms. Specifically, the following algorithms were used: (i) support vector machines (SVM) [17] using the sequential minimal optimization implementation, (ii) multilayer perceptron neural networks (MLP) [18], (iii) C4.5 decision trees (C4.5) [19], (iv) k-nearest neighbors (DBk). For the implementation of these machine learning algorithms for classification we used the WEKA toolkit [20]. For the SVM algorithm we used radial basis function kernel, with empirically selected parameters C=30 and gamma=0.01. These classification algorithms were trained with the scores estimated by the speaker recognition engines described in the previous subsection.

IV. EXPERIMENTAL RESULTS

The classification based methodology for speaker identification presented in Section 2 was evaluated based on the experimental setup described in Section 3. For all evaluations a 10-fold cross validation protocol were applied. The performance of the speaker identification task was evaluated in terms of identification accuracy.

The experimental results for the evaluated classification algorithms for both text-dependent and text-independent protocols of speaker identification operation are Tabulated in Table 1. The identification accuracy using the maximum selection criterion is considered as the baseline methodology for speaker identity selection.

As can be seen in Table 1, the best performing classification algorithm for selecting the speaker identity based on the scores of the speaker GMM-UBM models is the support vector machines, both for the text-dependent and the text-independent case. Specifically SVM achieved identification accuracy equal to 96.16% for the text-dependent operation protocol and 88.40% for the text-independent protocol. This corresponds to an absolute improvement of approximately 7% and 14.5% for text-dependent and text-independent respectively.

Both discriminative algorithms, i.e. the support vector machines and the multilayer neural network achieved
significantly higher scores comparing to the rest evaluated classification algorithms. The superiority of the SVMs is due to the fact that perform well in higher dimensional spaces since they do not suffer from the curse of dimensionality. Moreover, SVMs have the advantage over other approaches, such as neural networks, etc. that their training always reaches a global minimum [21].

TABLE I. SPEAKER IDENTIFICATION RATES (IN PERCENTAGES) FOR TEXT-DEPENDENT AND TEXT-INDEPENDENT MODES OF OPERATION

<table>
<thead>
<tr>
<th>Method</th>
<th>Text-Dependent</th>
<th>Text-Independent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum-selection</td>
<td>89.08</td>
<td>73.93</td>
</tr>
<tr>
<td>SVM</td>
<td>96.16</td>
<td>88.40</td>
</tr>
<tr>
<td>MLP</td>
<td>94.36</td>
<td>84.47</td>
</tr>
<tr>
<td>C4.5</td>
<td>66.19</td>
<td>49.13</td>
</tr>
<tr>
<td>IBk</td>
<td>91.19</td>
<td>73.87</td>
</tr>
</tbody>
</table>

For the rest of the evaluated algorithms, the IBk algorithm did not demonstrate any significant improvement compared to the baseline maximum-selection approach, while the C4.5 decision tree achieved worse speaker identification accuracy than the baseline.

It is worth mentioning that the use of classification models as speaker identity selectors improved the performance both for the text-dependent and text-independent operation modes. We deem that this methodology can be used to real-world applications were speaker recognition systems are exposed to various types of interferences. Especially for the case of text-independent speaker identification, which is more often met in real-life applications the presented significant improvement could be a must.

V. CONCLUSION

Speaker identification accuracy when using clean speech is in general high, especially for a text-dependent scenario. However, the text-independent scenario is closer to realistic and everyday applications. In this paper we presented an evaluation of different classification algorithms for selecting the identity of a user/speaker based on the model scores of a closed-set of speakers. The experimental results indicated that discriminative algorithms and especially the support vector machines can significantly improve the speaker identification rate when comparing with the baseline maximum score selection criterion. Since the classification selection scheme operated equally well in the text-independent scenario, it is appropriate to be used to real-world applications were robust identification of the user/speaker is required.
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