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Abstract—Brain machine interfaces for speech restoration have been extensively studied for more than two decades. The success of such a system will depend in part on selecting the best brain recording sites and signal features corresponding to speech production. The purpose of this study was to detect speech activity automatically from electrocorticographic signals based on joint spatial-frequency clustering of the ECoG feature space. For this study, the ECoG signals were recorded while a subject performed two different syllable repetition tasks. We found that the optimal frequency resolution to detect speech activity from ECoG signals was 8 Hz, achieving 98.8% accuracy by employing support vector machines (SVM) as a classifier. We also defined the cortical areas that held the most information about the discrimination of speech and non-speech time intervals. Additionally, the results shed light on the distinct cortical areas associated with the two syllable repetition tasks and may contribute to the development of portable ECoG-based communication.
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I. INTRODUCTION

Over the past two decades, rapid advances in electrophysiological recording technology [1], [2] and novel signal processing techniques have led to the dawn of brain machine interfaces (BMIs) for neurorestoration [3]-[5]. In addition to the rehabilitation of motor deficits [6]-[8], BMI systems could permit silent communication with disabled patients [9]-[27]. Such a speech prosthesis would completely replace the vocal mechanism of a locked-in individual [28] and enable the articulation of words through neural activity alone.

Several BMI communication systems have been proposed in the literature based on electroencephalography (EEG) [29], electrocorticography (ECoG) [30]-[32] or intracortical recordings [33]. Common approaches include letter or word selection using slow cortical potentials (SCP) [12]-[14], the P300 event-related potential (ERP) [15]-[18], steady state visual evoked potentials (SSVEP) [19], [20], sensorimotor rhythms (SMR) [21] and event-related (de)synchronization (ERD/ERS) [22], [23]. In response to the unfulfilled need for fast and natural artificial speech production, recent studies have proposed the prediction of words or phonemes directly from neural signals.

In [24], scalp-recorded EEG was used to discriminate between imagined spoken vowels /a/ and /u/ and a no-action state. Guenther et al. [10] used a wireless intracortical microelectrode array to obtain spike activity related to speech production, and were able to decode formant frequencies. The output of the decoder was used by a synthesizer to produce instantaneous artificial auditory feedback. Pei et al. [25] proposed the discrimination of vowels and consonants of overt and covert word production using ECoG recordings. In another study [26], authors proposed a scheme to classify a small set of spoken words using micro-ECoG arrays on the cortical surface. In a more recent study, Pasley et al. [27] focused on producing spoken words and sentences from ECoG recordings using a stimulus reconstruction model. Although these systems are effective, they are working in a highly controlled environment, such as a laboratory or a clinical setup. To employ speech prostheses in real, out of the lab conditions, several major challenges [34], [35] must be addressed.
Prosthetic systems need to interpret the user’s current behavioral context (e.g., awake versus sleeping) to minimize power consumption [34]. The proposed experimental protocols in current literature require human intervention to distinguish between speech modes (speech versus silence), resulting in non-autonomous speech prosthetic systems. Neuroprosthetic devices will need to identify these modes autonomously and continuously over time to be viable and acceptable to a patient population in everyday life. Meeting power constraints through the efficient usage of the available resources is a crucial concern for clinically permanently-implantable speech prosthetic systems, and thus, the detection of individual’s speech activity (i.e., the time interval in which an individual speaks) is essential for their operation.

In this article, we study for the first time the detection of speech activity from ECoG signals using spectral characteristics extracted from the entire frequency bandwidth. ECoG measures brain potentials without penetrating into cerebral cortical layers, providing an equilibrium between invasiveness and signal fidelity [32], [36]. The proposed scheme is based on joint spatial-frequency clustering of the ECoG feature space and exploitation of those clusters of features that most contribute to the discrimination of speech activity time intervals from non-speech intervals. In contrast to similar studies [4], [7], [25], where specific frequency bands are used, here we examine the underlying spectral information from the entire frequency bandwidth. Moreover, we propose a data-driven unsupervised scheme for clustering the feature space to sub-spaces. With this approach we aim to extract the most discriminative features, rather than setting a threshold as in previous studies [3], [4], [9], [26]. Furthermore, the speech activity is jointly studied in the spatial and spectral domains to reveal how the speech activity is organized within different cortical areas and frequency bands.

The remainder of the paper is organized as follows. First the proposed system for speech activity detection is described in section II. Then in section III we present the data used in our analysis, the parameterization of ECoG signals, and feature space clustering and classification methods. In section IV, the experimental results are presented, and the final section is devoted to some discussion and concluding remarks.

II. SPEECH ACTIVITY DETECTION FROM ECoG

We assume the speech activity of a subject is encoded in the ECoG signal activity disparately distributed over the cortical area covered by electrodes and over the frequency domain. The speech activity captured by the subdural ECoG electrodes might
appear in different frequency bands for each electrode. The present scheme for speech activity detection jointly exploits spatial and spectral information, as captured from the electrodes, without any a priori knowledge about the dominant frequency bands in each electrode channel. This approach leverages the underlying network of neural activity responsible for speech production, which is broadly distributed spatially, and the several mechanisms underlying neural oscillations, which include neural spiking [37], suppressing movement when motor activity is not desired [39], and synchronizing distant cortical areas [40].

Our assumption is supported by the ECoG spectrum. Fig. 1(c) and (d) show an example of normalized ECoG time–frequency spectrograms recorded from channels 24, superior temporal gyrus (STG), and 16, parietal operculum. Fig. 1(a) and (b) illustrate the audio signal and spectrum of subject’s voice, respectively. The articulated syllables are also presented. The spectral representation of the speech activity is different in these two channels, resulting in different dominant frequency bands. These differences reflect the different roles of STG and parietal operculum in the speech production and feedback pathway.

The block diagram of the proposed speech activity detection scheme is shown in Fig. 2. During the training phase a set of multichannel ECoG data with known time annotations (i.e., speech/non-speech intervals) is used to train the detector, exploiting those parametric channels (spatial domain) and feature space dimensions (spectral domain) that significantly discriminate the speech intervals from rest. In the test phase the unknown multichannel ECoG signal is processed by the speech activity models and time intervals that correspond to speech activity are detected.

Let us denote the multidimensional ECoG signal, \( X = \{x_i\} \), \( 1 \leq i \leq I \), with \( I \) the number of samples per channel and \( x_i \in \mathbb{R}^N \), where \( N \) is the number of electrodes. The ECoG signal is initially processed by the Feature Extraction block, in which it is decomposed to a sequence of parametric vectors. Specifically, the Feature Extraction block includes preprocessing of the signals, i.e., frame blocking the signal (separately for each dimension) to overlapping frames of \( w \) samples with a time shift between two successive frames equal to \( s \) samples, and Hamming windowing each frame. For each of the \( N \) electrodes and for each windowed frame, \( Q \) spatial-spectral ECoG features are estimated, constructing a feature vector \( \mathbb{R}^{NQ} \). The aforementioned parameterization of the ECoG data is presented in Section III with more details.

The short-time parametric representation \( V \in \mathbb{R}^{NQ} \) of the ECoG training signal is forwarded to the Feature Evaluation block. At this stage the discriminative ability of each feature \( Q \) of each of the \( N \) dimensions is evaluated with a ranking score \( S = \{s_j\} \), \( 1 \leq j \leq N \times Q \), indicating for each of the \( N \times Q \) parameters the most discriminative to the least discriminative. Evaluation of the parameters is performed to select that subset of features per electrode that most contribute to the accurate detection of speech activity and reject those features that will reduce the overall performance, either because they increase noise or do not add much new information, which can result in a drop in performance [42]. The evaluation of the ECoG parameters is jointly based on spatial (i.e., the selected electrodes) as well as frequency characteristics. In order to select a subset of ECoG parameters with an unsupervised method (instead of, for example, selecting the \( K \)-best parameters as in [3], [4], [9], and [26]), we cluster the parameters to \( C \) clusters, based on the ranking scores \( S \). The number of clusters \( C \) is defined by the user (see Section III). The resulting feature clusters will group the ECoG features per electrode according to their discriminative ability.
For each combination of feature clusters, a speech activity detection model, $M_c$, $1 \leq c \leq C$, is trained with $C$ total detectors. Specifically, the first detector is trained with the features of the most discriminative feature cluster, the second detector with two most discriminative clusters, and the $C$-th detector with all clusters, i.e., the full parametric set. The detector with the maximum speech activity detection performance, $\text{MAX}_c$, is selected for the test phase.

During the test phase, let the unknown ECoG signal be denoted as $Y = \{y_p\}, 1 \leq p \leq P$, with $P$ the number of samples per channel. The test and training signals may be of different lengths, so $P$ is not constrained to be the same as $l$. Then, $y_p \in \mathbb{R}^N$ is processed by the Feature Extraction block, and the spatio-spectral clustering $\text{MAX}_c$ from the training phase is used to decompose it to the corresponding feature vector sequence, $U = \{u_z\}$. Here $u_z \in \mathbb{R}^k, 1 \leq z \leq Z$ contains only the features that belong to the desired clusters, where $Z$ is the number of test feature vectors (i.e., windowed frames) and $L$ is the number of features in the first $K_{\text{MAX}}$ clusters. The test feature vector sequence is then processed by the corresponding speech activity detection model, $M_{\text{test}}$. Given $D_z = M_{\text{test}}(U_z), 1 \leq z \leq Z$, the probability ($D_z \in [0,1]$) of the $z$-th frame to include speech activity, a binary decision (speech/non-speech) on frame-level is made.

As a final stage, two-step post-processing over the sequence of frame-based decisions is applied. At the first step, the speech activity probabilities of the current frame as well as the probabilities of the $T \geq 0$ preceding and the $T \geq 0$ successive ECoG frames are concatenated, resulting in a sequence of decision vectors $O = \{o_z\}, o_z \in \mathbb{R}^{2T+1}$ and $1 \leq z \leq Z$ test feature vectors. The sequence of decision vectors is used by a post-processing classifier $f$ to produce the final decision $R = \{r_z\}, 1 \leq z \leq Z$, where $r_z = f(o_z,T)$. At the second step of post-processing, to eliminate sporadic erroneous labeling of the current ECoG frame, e.g., due to momentary bursts of interference, we smooth each decision $r_z$ with respect to its closest neighbors. In particular, if the $L \geq 0$ preceding and the $L \geq 0$ successive ECoG frames are classified as one label (speech or non-speech), then the current frame is also relabeled as this label.

### III. Experimental Setup

The architecture for speech activity detection described in Section II jointly examines the spatial and the spectral information of the multidimensional ECoG signal. We investigate the optimum number of frequency bands that should be used to accurately detect speech activity intervals. In addition to evaluating the overall accuracy of the proposed scheme, we examine the spectral content and the channels that offer the most discriminative information. The location of the electrodes that significantly contribute to the discrimination of speech activity from silence will provide practical information about the cortical areas that contribute to speech processing.

#### A. Data Description

One male patient with intractable epilepsy participated in this study. ECoG electrodes were implanted for one week to localize his seizure focus for resection. The experimental protocol was approved by the Johns Hopkins Medicine Institutional Review Board, and the patient gave informed consent for this research. The subdural array contained 64 electrodes (Ad-Tech, Racine, Wisconsin; 2.3 mm exposed diameter, with 1 cm spacing between electrode centers) and was placed according to clinical requirements. Electrodes in the array, shown in Fig. 3, covered portions of the frontal, temporal, and parietal lobes of the right hemisphere. Localization of the ECoG electrodes after surgery was performed using Bioimage by co-registration of pre-implantation volumetric MRI with post-implantation volumetric CT [43].
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B. Preprocessing and Parameterization of ECoG data

Prior to any other processing, each recorded dataset is visually inspected and all channels that do not contain clean ECoG signals are excluded, leaving N = 55 channels for our analysis. To eliminate any noise common to all channels, recorded data from each ECoG electrode are re-referenced by subtracting the common average (CAR) [44] of electrodes in the same array, as follows,

\[ X_{\text{CAR}}^{ch} = X^{ch} - \frac{1}{N} \sum_{m=1}^{N} X^{m} \]  

(1)

where \( X^{ch} \) and \( X_{\text{CAR}}^{ch} \) are the ECoG and CAR referenced ECoG amplitudes on the \( ch \)-th channel out of a total of \( N \) recorded channels. The ECoG signals of each channel are also normalized by subtracting the average value and dividing by the standard deviation. In addition to preprocessing of ECoG recordings, the open source Praat software [45] is used to manually segment the patient’s spoken response and label the epochs as silence, speech and noise to train the corresponding models. The noisy intervals are excluded from the evaluation.

The parameterization of the ECoG signals is based on the spectral information in the signals, and the frequency bands that provide the highest performance for the speech activity detection task are examined. In the literature, a variety of ECoG studies have demonstrated that functional activation of cortex is consistently associated with a broadband increase in signal power at high frequencies. Specifically, in [37], [47] the authors examined the 80-100 Hz frequency range, while Canolty et al. [48] used 80-200 Hz high gamma activity to track the spatiotemporal dynamics of word processing. However, to the authors’ best knowledge, no previous work has extensively considered the problem of speech activity detection. Therefore, in this study, we also examine the spectral information included in the low frequency bands. To extract the spectral features, each ECoG channel is segmented by applying a sliding Hamming window with length \( w = 256 \) samples and shifting steps = 128 samples. For each of the overlapping frames the power spectral density (PSD) is estimated with the fast Fourier transform (FFT) [46]. Power estimates in the whole frequency range are log-transformed to approximate normal distributions. Each frame is decomposed to a feature vector of dimension 257, consisting of the PSD values estimated every 1 Hz from 0 Hz to 256 Hz, for each ECoG channel. Subsequently, the PSD values are averaged in \( Q = 2^q \) frequency bands to obtain the final spectral features per ECoG channel, resulting in different sets of feature vectors \( V \in \mathbb{R}^{N \times Q}, q = 0, 1, ..., 8 \). Then a total of 55-14080 features (depending on the number of

<table>
<thead>
<tr>
<th>Number of best clusters (K)</th>
<th>( M_1 )</th>
<th>( M_2 )</th>
<th>( M_3 )</th>
<th>( M_4 )</th>
<th>( M_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>256 Hz (q = 0)</td>
<td>82.5</td>
<td>83.54</td>
<td>84.97</td>
<td>85.51</td>
<td>85.99</td>
</tr>
<tr>
<td>128 Hz (q = 1)</td>
<td>87.12</td>
<td>88.01</td>
<td>88.49</td>
<td>89.27</td>
<td>88.25</td>
</tr>
<tr>
<td>64 Hz (q = 2)</td>
<td>88.37</td>
<td>88.31</td>
<td>89.21</td>
<td>89.86</td>
<td>89.92</td>
</tr>
<tr>
<td>32 Hz (q = 3)</td>
<td>88.91</td>
<td>88.79</td>
<td>89.39</td>
<td>89.45</td>
<td>89.39</td>
</tr>
<tr>
<td>16 Hz (q = 4)</td>
<td>88.85</td>
<td>90.22</td>
<td>90.7</td>
<td>90.22</td>
<td>90.28</td>
</tr>
<tr>
<td>8 Hz (q = 5)</td>
<td>95.25</td>
<td>93.88</td>
<td>93.45</td>
<td>93.2</td>
<td>92.88</td>
</tr>
<tr>
<td>4 Hz (q = 6)</td>
<td>94.4</td>
<td>94.28</td>
<td>92.31</td>
<td>92.19</td>
<td>92.25</td>
</tr>
<tr>
<td>2 Hz (q = 7)</td>
<td>93.68</td>
<td>93.38</td>
<td>90.94</td>
<td>90.52</td>
<td>90.46</td>
</tr>
<tr>
<td>1 Hz (q = 8)</td>
<td>86.76</td>
<td>86.82</td>
<td>86.82</td>
<td>86.82</td>
<td>86.76</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of best clusters (K)</th>
<th>( M_1 )</th>
<th>( M_2 )</th>
<th>( M_3 )</th>
<th>( M_4 )</th>
<th>( M_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>256 Hz (q = 0)</td>
<td>15</td>
<td>16</td>
<td>20</td>
<td>36</td>
<td>55</td>
</tr>
<tr>
<td>128 Hz (q = 1)</td>
<td>11</td>
<td>52</td>
<td>92</td>
<td>109</td>
<td>110</td>
</tr>
<tr>
<td>64 Hz (q = 2)</td>
<td>63</td>
<td>75</td>
<td>132</td>
<td>219</td>
<td>220</td>
</tr>
<tr>
<td>32 Hz (q = 3)</td>
<td>207</td>
<td>229</td>
<td>304</td>
<td>306</td>
<td>440</td>
</tr>
<tr>
<td>16 Hz (q = 4)</td>
<td>48</td>
<td>180</td>
<td>184</td>
<td>601</td>
<td>880</td>
</tr>
<tr>
<td>8 Hz (q = 5)</td>
<td>380</td>
<td>986</td>
<td>1650</td>
<td>1760</td>
<td></td>
</tr>
<tr>
<td>4 Hz (q = 6)</td>
<td>1154</td>
<td>1198</td>
<td>3204</td>
<td>3506</td>
<td>3520</td>
</tr>
<tr>
<td>2 Hz (q = 7)</td>
<td>2462</td>
<td>2535</td>
<td>6378</td>
<td>7019</td>
<td>7040</td>
</tr>
<tr>
<td>1 Hz (q = 8)</td>
<td>13840</td>
<td>13900</td>
<td>13959</td>
<td>14016</td>
<td>14080</td>
</tr>
</tbody>
</table>
averaged frequency bands) are used in our analysis. In the remainder of this paper, the average power in the frequency range \([f_l, f_u]\) of the \(ch\)-th channel is denoted as \(\text{channel}(ch) - \text{PSD}[f_l, f_u]\). Here we use the term \textit{frequency resolution} to denote the spectral components, with 1 Hz distance between them, contained in each of the \(Q = 2^q\) frequency bands.

**C. Feature Space Clustering**

The discriminative ability of each feature for the speech activity detection task is evaluated to investigate the performance of subsets of features. The PSD features \(V \in \mathbb{R}^{N \times Q}\) are ranked using the RelieF algorithm [49] separately for each of the feature vector sets (i.e., for \(q = 0,1,...,8\)). The k-means algorithm is applied to the ranking scores of each feature, as described in Section II, to group the PSD features into \(C = 5\) clusters. The value of \(C\) is manually selected. We also tested different values of the \(C\) parameter without resulting in better performance. The resulting clusters of the PSD-based feature space are used as inputs to the classification model.

As described in Section II, the cluster \(C = 1\) is the group of the most discriminative features and the cluster \(C = 5\) is the group of the least discriminative features. Initially, the features of cluster \(C = 1\) are used to train the classification model \(M_1\). The classification model \(M_2\) is trained using the feature subspace from the clusters \(C = 1\) and \(C = 2\), and so on. The final classification model \(M_5\) is trained using the whole feature space.

**D. Classification**
IV. EXPERIMENTAL RESULTS

A. Speech Activity Detection Performance

The speech activity detection performance for the nine frequency vector sets using the $K$-best feature subspace clusters (i.e., classification model $M_{c,1 \leq c \leq C}$) is shown in Table II. The best classification accuracy (95.25%) is achieved for $q=5$ and $K=1$. For the classification block we rely on five well-known machine learning algorithms that have been used in similar tasks in the literature [24], [50]-[53]. These algorithms are: support vector machines (SVMs) using the sequential minimal optimization algorithm [54], multilayer perceptron neural networks (MLP) using a 3-layered structure [55], the k-nearest neighbors (kNN) algorithm [56], the C4.5 decision tree (J48) [57], and linear logistic regression [58]. SVMs are found to outperform the other classification algorithms and achieved classification accuracy of 95.25%, while the second best classifier, MLP, achieved 92.90%. We use the radial basis function (RBF) for the SVM kernel. The RBF values $C=10.0$ and $\gamma=0.01$ are found to offer optimal classification performance after a grid search at all combinations of $C = \{1.0, 5.0, 10.0, 20.0\}$ and $\gamma = \{0.001, 0.01, 0.1, 0.5, 1.0, 2.0\}$. The evaluation of the results is performed using 10-fold cross validation and the accuracy was computed as a fraction of the number of correctly identified speech windows to the total number of actual speech windows.
TABLE IV

SYSTEM PERFORMANCE (%) AFTER THE IMPLEMENTATION OF THE TWO-STEP POST-PROCESSING STEP

<table>
<thead>
<tr>
<th>Number of frames smoothed</th>
<th>Number of adjacent frames needed to classify a label</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T=0$</td>
</tr>
<tr>
<td>$L=0$</td>
<td>95.25</td>
</tr>
<tr>
<td>$L=1$</td>
<td>97.13</td>
</tr>
<tr>
<td>$L=2$</td>
<td>97.62</td>
</tr>
<tr>
<td>$L=3$</td>
<td>96.56</td>
</tr>
</tbody>
</table>

which represents averaged PSD values equally distributed at 32 frequency bands (each of the 32 bands corresponds to resolution of 8 Hz) and for the single best feature subspace cluster (a feature vector with 380 elements) (Table III).

The use of other than 32 bands, or the parameterization of the ECoG signals at a resolution higher or lower than 8 Hz, results in a drop of the speech activity detection performance. Moreover, the use of more clusters of the features than the best ranked one not only does not offer improvement to the overall speech activity detection performance, but also results in a significant reduction of it, especially when using all subspace clusters. Since the clustering is performed using joint spatial-spectral criteria, this drop is an indication that some of the channels and frequency bands do not carry useful information for the speech discrimination task and thus overtrain the classification model with useless and noisy information. Further analysis on this effect appears in the following section.

The effect of the post-processing stage is evaluated for different values of the parameters $T$, related to the number of adjacent frames required to reclassify a label, and $L$, related to the number of frames smoothed after the classifier decision. The performance results after the application of the post-processing stage are shown in Table IV. The best performance, 98.84%, is achieved for $L = 2$ and $T = 1$, which corresponds to the fusion of the two preceding and two succeeding speech probabilities and the smoothing of decisions within a window of three frames length. This accuracy indicates the efficiency of the post-processing stage, which improved the speech activity detection by 3.59% in absolute performance.

B. Feature Ranking Maps

The extracted features describe the ECoG activity during speech in the spatial and spectral domains. To investigate which cortical areas and frequency bands contribute to speech activity detection we performed a feature ranking evaluation using the RelieF algorithm, as shown in Fig.4. The ranking maps depict the ranking scores per channel and frequency band. These figures point out which of the channels and frequency bands hold most of the information about the speech activity (intensity denotes the ranking scores, and a darker color corresponds to a more discriminative spatio-spectral feature). For frequency resolution 8 Hz ($q = 5$), the most information is present in very high frequencies on most channels, while channel 24, located over posterior STG, held information in the high gamma range between 88-144 Hz. The most informative feature is the average 120-128 Hz high gamma power of channel 24, with a ranking score of 0.029 as calculated by the RelieF algorithm. Channel 24’s utility in discrimination is also apparent in Table V, which shows the 10 best features for speech discrimination.

To reveal which channels and frequency bands are most informative about speech activity, we average the feature ranking map, corresponding to the optimal accuracy ($q=5$), across each ECoG channel and frequency band separately. Fig. 5(a) illustrates the average ranking scores per frequency band. There are two distinct informative regions. The first region, having the highest

Fig. 6. Feature ranking maps as calculated by the RelieF algorithm for the a) auditory and b) visual phoneme tasks separately using the optimal frequency resolution of 8 Hz.
Fig. 7. a) The average ranking scores by frequency, b) the average ranking scores by channel, and c) the five dominant channels corresponding to the visual (column 1) and auditory (column 2) phoneme task. The channels 22 and 32 are equally ranked. Color corresponds to cortical areas (red: ventral sensorimotor cortex, green: superior temporal gyrus, purple: superior temporal sulcus, yellow: inferior temporal gyrus, light blue: middle temporal gyrus). The frequency resolution is 8 Hz.

The first ranked scores, is in very high frequency bands (168-216 Hz), while the second one is in lower frequencies (0-48 Hz). Fig. 5(b) shows the average ranking scores per channel. The five most important electrodes are the 24, 29, 23, 22 and 5, which are also marked in Fig. 3. These electrodes are located in cortical areas typically involved in speech and language processing, although they are on the right (non-dominant) hemisphere. Channel 5 is located over ventral sensorimotor cortex, which is involved in the motor production of speech and somatosensory feedback. Channels 24, 23 and 22 are located over the posterior STG, which contains auditory association cortex and is part of Wernicke’s area in the left hemisphere, typically important for speech perception. Channel 29 is located over superior temporal sulcus, which is used in speech processing.

Finally, we examine the detection of speech activity separately for each syllable task. Our analysis shows that, once again, the use of 32 frequency bands resulted in the best detection performance using the single best feature subspace cluster (95.35% for the auditory phoneme task and 90.34% for the visual phoneme task). The feature ranking maps are shown in Fig. 6. In the visual phoneme task (Fig. 6b, 7), the high frequencies between 152-200 Hz carry less information than they do for speech activity detection during the auditory phoneme task (Fig. 6a, 7). Additionally, the lower frequencies (0-40 Hz) hold more discriminative information than high gamma frequencies, in contrast to the auditory phoneme task, where high frequencies (176-200 Hz) are more informative than the low frequencies. The lower frequencies (0-40 Hz) are similarly informative for the two tasks. The most informative channels for the auditory task are 24, 23, 29, 22 and 5, all of which are discussed above, and 32, located over middle temporal gyrus (MTG), which is involved in auditory and language processing. The channels 22 and 32 are ranked equally. For the visual task the most informative channels are 24 and 5, discussed above; 30, located over MTG; and 52, located over inferior temporal gyrus (ITG); and 39, located over middle temporal gyrus (MTG) (Fig. 7). ITG is a component in the visual processing stream. The involvement of MTG is consistent with the language processing necessary for both tasks [61]. The involvement of ITG in the visual task, but not in the auditory repetition task, is also to be expected [62].

In both tasks, channels 24 (posterior STG) and 5 (ventral sensorimotor cortex) are highly informative at frequencies in the 88-144 Hz range (high gamma oscillations). It is likely that these channels contribute so significantly to the decoding accuracy
because they are located in cortical areas that are related to the production of speech and auditory and sensory feedback. Pasley et al. have demonstrated that in the left hemisphere posterior STG encodes the acoustic information in speech [27], and left sensorimotor cortex has previously been used to decode three vowels [10]. High gamma oscillations reflect local population firing [37] and are an index of cortical processing in these key speech production and feedback areas.

V. DISCUSSION AND CONCLUSIONS

In this study, we propose a framework for speech activity detection from ECoG signals with high accuracy, using unsupervised feature space clustering. We demonstrate that speech-related activity is represented in a variety of frequency bands in electrodes in relevant cortical areas. We explore the spectral information in the ECoG channels, examining the frequency bands that provided the highest performance for the speech activity task. Our results give evidence that 32 frequency bands are optimal for detecting human articulation. At the same time the fact that distributed locations hold information about speech activity, suggests that language processing involves large-scale cortical networks that are engaged in phonological analysis, speech articulation and other processes [36]. Moreover, our results show that in addition to high gamma frequencies, lower frequencies are useful for speech activity detection.

The electrodes that most contribute to the high classification accuracy are located over cortical areas relevant to speech in the right hemisphere: posterior STG (3 electrodes) [59], superior temporal sulcus (1 electrode) [60], and ventral sensorimotor cortex (1 electrode) [47]. The spatial distribution of these electrodes highlights the importance of large-scale cortical networks in speech production, and therefore in speech detection. The importance of the high gamma contributions to speech detection, especially from the posterior STG electrode, is consistent with the view that high gamma ECoG activity is related to the underlying population spiking activity [37]. The robustness of low frequency contributions to speech detection may reflect the role of beta oscillations in gating motor activity [39] and theta oscillations in synchronizing distant cortical areas involved in processing for a task [40]. In conclusion, to our best knowledge, this study has validated for the first time the feasibility of speech activity detection from ECoG signals. Thus, no direct comparison with other approaches is feasible. Instead of detecting speech activity, several approaches have been proposed to decode semantic information [63], control a one-dimensional computer cursor using phoneme articulation [64], discriminate between different phonemes [24], [25] and words [26], and reconstruct speech [27]. Further research is needed to extend our results to word articulation. In particular, the use of information acquired from causal interactions between cortical areas should prove useful. The approach described here for selecting optimal features and applying classifiers to labeled epochs of speech data may be applied to other decoding problems beyond speech detection. For example, if labels reflected spoken or imagined phonemes rather than speech and non-speech epochs, a classifier could be trained to discriminate different phonemes using this method. Such a decoder would require ECoG signals from speech motor cortex or language areas in the frontal and temporal lobes. These results support constructing a speech BCI in a hierarchical fashion, with the speech detector described here segmenting data during classifier training and online operation, and a decoder processing only ECoG data related to speech epochs.
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